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Cis-Regulatory Modules

CRMs are clusters of TFBS
Two Types

Promoters 
Proximal promoters

TATA box, CAAT box, TSS, DPE

Enhancers
Can be far away from regulated gene



Predicting CRMs
Classified by information used
Searching by signal

Example: Identification of clustered motifs

Phylogenetic footprinting
Conservation of regulatory regions between 
species

Searching by content (ab initio)
Differentiating between CRM and non-CRM 
sequences based on sequence characteristics



Searching By Signals:
Cluster Buster

Example of a 
“Search by signal”
method
Tries to identify 
motif-dense 
regions
Log-likelihood 

scores
Optimize clusters



Motif Recognition Using 
Phylogenetic Footprinting

ClustalW
Problematic when 
looking for shorter 
sequences

Dialign
Improvement over 
ClustalW…
…But still 
problematic

MEME
Motif discovery 
program

FootPrinter



Searching by Content 
Algorithms

Fluffy-tail test
Statistical analysis of nucleotide in lists of 
variant length words

LWF – Local Word Frequency
Analyzes word frequencies within a sliding 
window (local)
Disadvantage: Depends on word frequencies 
not on the words

PromFind
Tries to find similar hexamer frequencies of 
known promoters in target sequences
Restrictive in nature- one promoter per input 
sequence but not so for enhancers



Comparison of Algorithms



HexDiff Summary

CRM sequences vs. non-CRM sequences
Model
1. Training set built with sequences containing 

known CRMs
2. Calculate word frequencies for all 46 hexamers
3. Calculate an enrichment score for each 

hexamer
4. Extract set Hd of highly represented hexamers
5. Calculate a window score for each position i in 

a target sequence
6. Filter window scores against a chosen threshold 

score
7. Filter out “impossibly short” CRM predictions



Training HexDiff: Building

Use sequences with known CRMs
Split sequences into two subsets

Positive training set
Aggregate of all known CRMs extracted from 
sequences

Negative training set
Everything not in the positive set

Positive Negative

CRMCRM CRMCRM



Training HexDiff: Processing
Calculate frequency of all possible 
hexamers (46 total) on both strands
Calculate enrichment score R for each 
hexamer

Select only the hexamers with the highest 
enrichment scores for set Hd

Assumption:

R(h) = 
fp(h)
fn(h)

Increased 
representation ≈ Determinant between CRM 

and non-CRM sequences



Training HexDiff: Processing
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HexDiff At Work

Sliding window of size w starting at a 
base i
Count all occurrences of each hd in Hd
for the current window, n(hd)
Multiply n(hd) by R(hd)
Sum all component scores to find the 
score Si for the current window
Repeat for all i, advancing 1 base at a 
time



CRM

Sliding Window

HexDiff At Work

CRMCRM

h1

h2

h3

R(h1) = 2.0

R(h3) = 3.0
R(h2) = 2.5

Si = ∑ [n(hd)R(hd)]
hd Є Hd

i

i

Si = 2.0(2) + 2.5(1) + 3.0(1) = 9.5



Evaluation: LOOCV

Leave-One-Out Cross-Validation
Input set of 16 CRM-characterized 
sequences

16 runs of algorithm, 1 per input 
sequence
“Test” sequence systematically changed 
each iteration
Rest of set becomes the basis for the 
training set



Choosing the Design and 
Parameters

Designed to minimize the number of 
mandatory user-inputted parameters

Breeds conceptual simplicity
Avoids overfitting

Test run uses LOOCV-optimized 
parameters

Size of Hd
Size of sliding window
Threshold score

N-mer size and mismatches



Evaluation: Algorithm 
Comparison

Assessing the accuracies of each 
algorithm

Sensitivity 
TP/(TP + FN)

Specificity 
TN/(TN + FP)

Positive Predictive Values (PPV)
TP/(TP + FP)

Matthews Correlation Coefficient



Evaluation: Algorithm 
Comparison



Evaluation: Algorithm 
Performances on Test Set

Test run on a 16 sequence set 
containing 52 characterized CRMs

Cumulative scores are the sum of all CCs



Evaluation: Novel CRMs

1 – Ahab, 2 – ClusterBuster, 3 –
MSCAN, 4 – MCAST, 5 – LWF



Conclusion

HexDiff utilizes local word frequencies 
in a biological context to predict CRMs
Implementation of the method is in 
its infancy

More testing can only be catalyzed when 
implemenation is more robust

May spawn variations of the method
Many ways currently used to predict 
CRMs, but in the end there is a long 
way to go.
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