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We present molecular dynamics simulation results for solvation dynamics in the water pool of anionic-
surfactant reverse micelles (RMs) of varying water contept,The model RMs are designed to represent
water/aerosol-OT/oil systems, where aerosol-OT is the common name for sodium bis(2-ethylhexyl)sulfo-
succinate. To determine the effects of chromophbesadgroup interactions on solvation dynamics, we compare
the results for charge localization in model ionic diatomic chromophores that differ only in charge sign.
Electronic excitation in both cases is modeled as charge localization on one of the solute sites. We find
dramatic differences in the solvation responses for anionic and cationic chromophores. Solvation dynamics
for the cationic chromophore are considerably slower and more stramgtiependent than those for the
anionic chromophore. Further analysis indicates that the difference in the responses can be ascribed in part
to the different initial locations of the two chromophores relative to the surfactant interface. In addition, slow
motion of the cationic chromophore relative to the interface is the main contributor to the longer-time decay
of the solvation response to charge localization in this case.

I. Introduction ing interfaces of liquids with other phases have shown that these
additional mechanisms can make significant contributions to
the Stokes shift relaxatiot$:23.26.27

In this work, we examine the effects of system heterogeneity

Solvent-induced shifts in absorption and emission spectra of
chromophores provide valuable information on the solvation
properties, such as the local polarity, of condensed-phase fnedia. : S :
The time evolution of the Stokes shift of the fluorescence spectra " Solvation dynamics in reverse micelles (RMs). In RMs, a
provides additional information on the time scale of local surfactant encloses nanoscopic, approximately spherical droplets

structural rearrangements that occur in response to changes i @ polar liquid, usually water, W.'thm a continuous nonpolar
solute electronic structufe’” The solvation time evolution of ~ Phase. RMs serve as models for biological membranes and have

the solvation response is usually quantified in termsSgy, numerous practical applications including as media for hetero-

; 7 geneous chemical and biochemical catalysis, drug delivery, and
given by ) . T
nanoparticle synthest§-3! In many of the RM applications,
v (t) —v__ (oo the fact that the size of the water droplet can be controlled
ma>& ) ma>( ) . . .
St) = O — v () 1) simply by changing the molar ratio of water to surfactant plays
Vmal0) = Vma®) an important role. Specifically, for a given nonpolar (oil) phase,

the diameter of the approximately spherical polar nanoscopic

wherevnaxis the peak frequency of the fluorescence spectrum, droplet is proportional to the water cont&ng?

tis the time after excitation, which occurstat 0, andviad«)
denotes the steady-state emission-peak frequency.

The mechanism of solvation dynamics in bulk polar liquids
is now quite well understood(t) in response to a change in
solute charge distribution decays largely through collective  Water-soluble chromophores partition to the RM interior, and
reorientatiof1° and is reasonably well-predicted from the their electronic spectra can serve as probes of the confined
solvent dielectric permittivity:113 aqueous environme#t:3*Measurement of solvation dynamics

In heterogeneous solvent environments, such as surfactaninvolving such chromophores has been an active area of research
self-assemblies and other systems containing liquid interfaces,in recent year$®3551 While results with time resolution
the location of the chromophore relative to the interface can comparable to that reported for bulk w&e are not yet
strongly affect its electronic spectt.2® In the case of solvation  available, it is clear that the environment probed differs
dynamics, a change in the solute location relative to the interfacesubstantially from bulk water. Specifically, the solvation
might be required in order to attain the free energy minimum respons&(t) has appreciable contributions from slowly decaying
for the solvation of the excited-state charge distribution. Several processe&39424546.56ome on time scales considerably slower
computer simulations of solvation dynamics in systems contain- than the water reorientation rate measured by N®Re decay
rates for a given chromophore are usuaitydependents 4446

T Part of the special issue “David Chandler Festschrift”. ~with slower relaxation observed at smalles, as might be
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different t) values’® signaling that a different mix of the  TABLE 1: Intermolecular Potential and Molecular
available mechanisms and solvent environments is sampled inParameters

the course of the solvation event. Computer simulation can A. Intermolecular Potential
provide insights into this and other effects of medium hetero-

_ : SN , : i oK (K o« (A ;
geneity on the solvation dynamics, given that the time evolution site calk (K) % (A) % (9
of the solute location can be followed in addition to obtaining H 0 - 0.4238
St) O 78.24 3.166 —0.8476
: . . . Na* 58.01 2.275 1.0
We have previously carried out a molecular dynamics (MD) z- 251.58 6.000 -1.0
simulation study of solvation dynamics in model RMs designed ClI- 50.30 4.504 -1.0
to represent the water/aerosol-OT (AOT)/oil system, where 1(1) 169.50 3.610 +0.5&1.0f
aerosol-OT is the common name for sodium bis(2-ethylhexyl)-  '(2) 169.50 3.610 +0.5(0.0f
wallP 231.55 2.500 0

sulfosuccinate, at several valueswaf.>6 The model chromo-
phore that we chose for that study was negatively charged and B. Molecular Structure and Harmonic Potential Parameters

was excluded from the RM interface by strong repulsive — yater Ron = 1.00 A
interactions with the AOT surfactartSO, headgroups. The Onon = 109.5
S(t) values that we found were weakhy-dependent, reflecting ‘5005 Ri=3.23A
the localization of the chromophore in the core of the aqueous headgroup-wall de=2.50 A

droplet, where the solvent mobility was less restricted. We harmonic potential ke = 600 kcal mof* A~

examine here the effects of electrostatic attraction between the 2 Excited-state charges in parentheses. The positive charges are for

chromophore and the headgroup by comparing solvation “I;”, the negative for J.°The functional form appropriate for a

responses to charge localization in model ionic chromophoresspherical cavity is given in ref 57.

that differ only in the sign of their charge. The effect of water

pool size is investigated as well by carrying out MD simulations interaction model are summarized in Table 1. Readers are

of solvation dynamics in AOT-like RMs in thep range 2-7.5. referred to ref 57 for additional model and simulation details.
The remainder of this paper is organized as follows. In section ~ Atomistic simulations of agueous RMs, in which all com-

Il, we describe our RM and chromophore models and provide ponents are explicitly modeled, have recently been perfoffnét.

the details of our MD simulations. In section Ill, we describe Senapati and Berkowitz studied water structure and dynamics

the theoretical background for modeling solvation dynamics in in fluorosurfactant-based reverse micefledncorporating a

multicomponent systems. Our results are presented in sectionnewly developed algorithm to account for the effect of the

IV, starting with the chromophore location in the RM, proceed- roughness of the surfactanwater interfacé? they were able

ing to S(t) and then to analysis of nonequilibrium trajectories to demonstrate the layering of water in the interfacial region

to determine mechanistic details of the solvation response. A that was previously observed in simulations of RMs with fixed

summary and conclusions are presented in section V. cavities®” but which is obscured in the standard density profiles.
In addition to reducing the time required to compute the
Il. Model and Computational Details molecular dynamics, the fixed-cavity model we use here greatly

. . . simplifies the analysis of the interfacial structure in comparison
The present simulations are based on a reverse micelle mode|yit gil-atom simulations. It is also worth noting that the cavity

that we have developed previoushand applied to solvation  qdel has recently been shown to accurately reproduce the key
dynamics of charge localization within a diatomic chromophore features of interfacial water structure and dynamics probed
resembling J.5° Briefly, the model is based on a near- experimentally by quasi-elastic neutron scattefihg.

atomistic representation of the RM interior region and on a 14 getermine the effects of solutbeadgroup electrostatic
nonpolar continuum representation of the surfactant tails and ;. aractions on solvation dynamics, the two model chromophores
the nonpolar phase. The RMs are designed to be models foryat e consider differ only in the signs of the site charges.

water-in-oil microemulsions in which the oil phase is isooctane 1,;s the results obtained previously for a chromophore with

ﬁnd dthe surfac(:jtw;caerosql-OT E}AOTL’ which has a Slljlfog,"?‘te LJ parameters and bond length corresponding to a rigid version
eacdgroup an ounterion. Thus, the RM water pool radii ¢y [, ion’* are compared to the results for a diatomic ion

R f(_)r particularwo vall_Jes were chosen to correspond to those that differs from it only in the charge sign. We denote this ion
estimated based on light scattering results for this sygtam. i .
as “l,”. Both chromophores are simpler than the aqueous

the presence of the chromophore, Re&alues were increased . - ; .
. solvation dynamics probes used in experiments. We have chosen
slightly to accommodate one chromophore molecule per RM . . o ) .
simple solute models in order to facilitate identification of the

without a significant increase in pressafelhe species in the key steps in the solvation mechanism. In future studies, we plan
RM interior (water, surfactant headgroups, counterions, and the ystep : - » Wep
to make a closer contact with experiments by carrying out

chromophore) are assumed to interact via a-stee Lennard- - ) : o
. : simulations using atomistic models of chromophores, such as
Jones (LJ)+ Coulomb potential with LorentzBerthelot coumarin 343 (C343¥2"2used in experiments on solvation
combining rules? A single-site representation of the sulfonate L ’ P
dynamics in RMs.

headgroup (Z) is adopted. The nonpolar portion of the system o . » )

is represented as a spherical cavity of radRswith LJ Table 2 COI‘.ltaInS mfoHrT:atlon on the comp05|t_|ons and sizes
parameters appropriate for hydrocarb&hsveraged over a  Of RMs with either § or “I;” chromophores fow, = 2, 4, and
spherical surfac®’. The headgroups are attached to the interface /-5 Note that the systems are electrically neutral. In the case
in the radial direction by a harmonic spring, with the force Of the RMs containing the 5" chromophore, a Clion serves
constant in the range of values corresponding to covalent to balance its charge, while in RMs containingan extra Na
bonding. Water is represented by the SPC/E métiehd the ion provides charge balance. The @lJ parameters are taken
Na’ parameters are taken from a simulation of sodium dodecyl from ref 73.

sulfate surfactarftt The LJ potential parameters and partial As in our previous MD study of solvation dynamics in RRs,
charges of all species as well as other input parameters into thechromophore electronic excitation is modeled as charge local-
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TABLE 2: Reverse Micelle Parameters wherevg is the electronic transition frequency for the isolated
solute and the overbar indicates an average over different

“|;” Reverse Micelles . . . .
microscopic solvent environments corresponding to the mac-

wo n(H0) n(Na) n(Z) n(;) n(C) RA roscopic experimental conditiori$;the solvent is initially
2 52 26 26 1 1 11.74 equilibrated with the ground-state solute, and the selstdvent
4 140 35 35 1 1 14.08 potential is instantaneously changed &t 0. Through use of
7.5 525 70 70 1 1 19.41 eq 4, the solvation response becomes

I, Reverse Micelles

_ AE() — AE(x)

wo n(H0) n(Na) n@EZ) n(,) nCl) R@A) St) = ——= (5)
2 52 27 26 1 0 11.70 AE(0) — AE(e)
4 140 36 35 1 0 14.06 . .
75 525 71 70 1 0 19.40 Although there may be some changes in the nonelectrostatic
portion of the solutesolvent potential, which would, for
TABLE 3: MD Trajectories for I, Reverse Micelle example, lead to a change in the solute LJ paramété?snost
Production Runs of AE in the case of commonly used chromophores results from
length of equilibrium length of equilibrium no. of nonequilibrium the change in the solute charge distributi®rin our model
Wo  GStrajectories (ns) ES trajectories (ns) trajectories chromophores, the LJ portion of the potential does not depend
2 25 30 600 on the electronic state of the chromophore, 6 is purely
4 30 30 600 electrostatic,
7.5 10 7 500
N Aoqis
ization, which results in a dipole change & 7.76 D. AE = Z ZO _ (6)
Specifically, for both solutes, the change in solute partial charges &1 & 5 el g, — rjﬁ'

resulting from thes, — S transition is ¢/2,0/2) — (9,0), where ) )

q= —efor I, andq = efor “I].” It should be noted that this ~ Wherej denotes thgth solvent moleculeq. denotes a solute
change in dipole is about 3 times larger than that for C:34372 (molecule 0) sitey a site on thgth solvent moleculeAqo, the

the chromophore used in many experiments on solvation change due to electronic excitation in the partial charge of the
dynamics in agueous systems. Our model chromophores are als§°lUte Sitea, roq the position of this siteqjs the partial charge

smaller in size. on site on thejth solvent molecule, andg the position of
The MD simulations were carried out with a time step of 2 this site. _ . ,

fs, using the generalized method of constraints to fix th® H The main goal of this work is to examine how headgreup

molecule geometr{* A Berendsen thermosfitwith a time chromophore electrostatic interactions affect solvation dynamics.

constant of 0.4 ps during equilibration and 2 ps during We have shown in our previous study of solvation dynamics in

production runs was used to maintain the average temperatureRMS that a negatively charged Chromophore, chosen asa simple
at 300 K. Table 3 summarizes the information on the length of Model for the C343 chromophore used in most experiments on
MD equilibrium trajectories and numbers of nonequilibrium Solvation dynamics in aqueous media, resides in the core of

trajectories. the RM water pool. Consequently, i) value is dominated
by the water response and weakly dependent on RM size. Here,
lll. Simulation of Solvation Dynamics we consider a chromophore of equal and opposite charge, which

. ) . ~should have greater probability of residing near the interface
Solvation dynamics has been a subject of numerous theoreti-y 6 5 its attraction to the surfactant headgroups. For both

cal and experimental studies in the last 15 years, with many of o .omophores, electronic excitation is represented as charge
the results obtained for bulk liquids summarized in review |ocajization, which leads to dipole creation in a previously
articles?™7 It refers to the rate of solvent reorganization in nondipolar molecule.

response to a change in solute properties brought about by its 1 simulate solvation dynamics, we have carried out both
electronic excitation. As noted in the Introduction, this response equilibrium and nonequilibrium MD simulations with solute-

is usually reported a{(t), given by eq 1. The time evolution  qntaining RMs. Equilibrium trajectories with the solute in the

of the Stokes shift is due to the solvent effecys on the vertical S state were used to generate starting configurations, sampled
energy gap between 8 andS, solute electronic states. C343 5t aqual time intervals, for the nonequilibrium trajectories and

and other chromophores that are used in solvation dynamics;q compute equilibrium time correlation functions (TCFs).
experiments are structurally quite rigid, and their structure is Equilibrium trajectories with the solute in ti8 state were used
weakly perturbed by th& — S electronic transition, so the q iNeAE In th ilibri . . h
main source of the solvent effect is the chandein the solute- to determineAE(c). In the nonequilibrium trajectories, the
solvent potentiaf;.76 solute charges were chaqgeq instantaneoud!y=ad Il:om the

S to the S charge distribution. In the case of," each

AE=U, - U, 3 nonequilibrium trajectory was run for 5 ps in order to compute

AE(t), the time-dependent Stokes shift. The number of non-
whereU, is the solute-solvent potential in the solute electronic equilibrium trajectoriqs gnd thillengths of th? eqqilibrium runs
stateS, A computationally accessible expression &) is for the systems (?ont.'?unmg thfa2 1solute are given in Table.3.
obtained by expressing it in terms AE. This is achieved by ~ "€ corresponding information for thg lcan be found in

. e . Table 3 of ref 56.
[iec:?tlc::‘gvthe nonequilibrium averageE(y) to the time evolu- The equilibrium trajectory data were used to generate the
max

TCFs

MW () = AE(t) + hg, 4) Colt) = BAE(Q)OAEM) JTOAENY (7)
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of fluctuationsoAE = AE — [AE[g in AE, where[3--Odenotes 20 —
an equilibrium ensemble average and the subscript O indicates | _
that it was evaluated in the presence of §eolute. One can : I, solute
define in an analogous wag(t), the TCF of SAE in the 2 197 | ~ ]
presence of th& solute. Within the stationary linear response B N
approximatiorin which the response is assumed independent _‘é‘ ok : & 1
of the time origin®! 8 B3
£ '3
St = Colt) = Cy(1) (®) g osf 17 _
= |
Here, we test the approximati@t) = Co(t) in the case of the :
“ ;’ solute. We had previously found that the approximation is 0.0 Lt
reasonably good in the case qf, lespecially for the longer- 0 12
time response® 2.0
Given that the contributions tAE from different species in
the RM water pool are additive in our model, as shown by eq
6, we can expres§(t) as a sum of such contributions. In the 2 15r 1
case of the J” solute, B
o
S 1ot -
SO =G0 T S TS O+ S0 (9) ‘g
Q
while for I, the last term is absent. For a given species:(t) = 05¢ 7
is given by
0.0

S0 (10)
AE(0) — AE(c) D(A)
) o ) ) Figure 1. lodine atom probability density for ground-state solutes as
whereAEn, is the contribution taAE from the solute interacting  a function of the distanced from the average position of the

with the componenin of the RM water pool. headgroups. The top panel depicts the results for fheahd the
bottom panel for the ’;l solute. Different line styles indicate the
IV. Results results for different reverse micelle water contem (which is

. o : . tional to the RM diameter).
A. Solute Location within the Reverse Micelle.Figure 1 proportionatfo the lameter)

displays the radial probability densities of solute sites as a
function of the radial distancP from the average positions of
the headgroups for the ground-stajeand “I,” model chro-
mophores, revealing sharp differences in the locations of the
two solutes within the RMs,lis never found in the interfacial
region for allwg values displayed. Its distribution exhibits split
peak;, neither one of which is qlose =0, the.av_erage The solvation dynamics are strikingly different for these two
location of the headgroups. Asy increases, the distribution . .

becomes more diffuse, and the peak closer to the interface moveghromophores. I.n the case szf } SO eXh'p'tS strong depen.-
toward the interface. These trends are understandable, given tha#€NC€ on RM size, while for,1the RM size dependence is
the core region increases in size and the surface charge densit)zeg“?ﬁle at short timest (< 0.2 ps) and quite weak after that.
decreases ag increases. However, evenvas= 7.5, the largest or “I,", the amplitude of the slowly decaying component
RM size displayed, the solute avoids tBerange for which decreases sharply & increases and overaH{t) decays more
contact with the headgroups is possib|e_ SlOle for ul-zh’ than for |2_ at all sizes studied. As we have

By contrast, for “§”, the iodine atom probability density shown previously, water mobility is sha.rplly reduced at small
has a peak ned = 0 in all three RM sizes, indicating that the ~ Values ofwo but increases sharply a% is increased’ The
solute is likely to be in the interfacial region and between the trends forS(t) in the “I;” RMs reflect this increase in solvent
headgroups. The other sharp peak is in the interfacial region atmobility and demonstrate that the positively charged chro-
aroundD = 3 A, which corresponds to the-1 bond length mophore is a more sensitive probe of interfacial dynamics
(Table 1), indicating a prevalent structure in which one of the because of its localization there.
solute atoms is between the headgroups with the solute bond To gain additional insight into the differences in observed
perpendicular to the interface. The third peak in thg 4tom solvation dynamics, we decompad3g) into contributions from
probability distribution is more diffuse than the first two and individual solvent species, according to eq 10. The results of
occurs at around 4.8 A, a distance close to the headgroup this decomposition for thew = 4 RM are depicted in Figure
iodine atom LJ contact value, indicating solute location just on 4. In the case of the jI' solute, we omit from the plo&c-(t)
the inside of the shell occupied by the headgroups. in view of its negligible contribution t&(t).

Figure 2 depicts schematically the locations of the negatively It is evident that the three components of the RM interior
and positively charged chromophores in anionic RMs. We play quite different roles in the response to charge localization
expect that this difference in location relative to the interface in the two solutes. In the case of,lthe headgroups do not
will result in differences in the observed solvation dynamics. contribute appreciably to solvation dynamics. After the fast
We also expect that the 2‘1 chromophore will be a more initial response due mainly to wate$,,o(t) and Syat(t) are of

sensitive probe of the changes in water mobility with the RM
size, because this mobility varies more rapidly near the
interface®’

B. Solvation Dynamics.Figure 3 depicts the results for the
solvation responseg(t), in the three RM sizes considered, for
charge localization in,l (top panel) and j (bottom panel).
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Figure 3. Nonequilibrium solvation response to charge localization
in ionic solutes within anionic reverse micelles. The top panel depicts
the results forJ, and the bottom panel for #I. Different line styles
represent the results for differews values.

solvent components @, Na, and Z) vary with wo. The
Figure 2. Schematic representation of the location of a solute that is headgroups and counterions play considerably larger roles in

repelled by the headgroups (top panel) and of a solute that is attractedt€ Smallest RMwo = 2, where their contributions are almost
to the headgroups (bottom panel). as large in magnitude as the contribution of water. In the two

larger RMs, their contributions diminish but are still appreciable.
opposite signs, with the positivé,o(t) partially canceled by  As could have been anticipated from Figure 4, the headgroup
the negativeSys+(t). In the case of j all three components  and counterion contributions are of opposite signs, which leads
contribute appreciably t§(t) after the fast initial decay due to  to their partial cancellation.
water reorientation. Because the headgroups have limited Except for the fact that the overally is weakly dependent
mobility, S-(t) arises predominantly from the motion of the on wy, the steady-state Stokes shift results fgrare quite
solute relative to the interface. In this casg;(t) is negative  different. In that case, the headgroup contribution is negligible,
while S;,0(t) and Sya'(t) are positive. At longer times,-(t) and the water and Nacontributions are both positive, adding
andSya'(t) nearly cancel each other, leading to long-time decay constructively to produce the total shift.
similar to that ofS;,0(t). C. Solute Location Change and Longer-Time Solvation

Table 4 lists the contributions from all the solvent components Dynamics. The results of Figure 4, which shows that-(t)

to the steady-state fluorescence Stokes shift for thiesolute. contributes significantly to longer-time solvation dynamics,
Specifically, the table entry for componemt corresponds to  suggest that solute motion relative to the interface plays an
important role in the diffusive portion o§(t) decay for the

. AE(0) — AE () “|5” solute. We explore here the change in the solute location
Vm = hc (11) and the solvation time scale associated with this process.
Figure 5 depicts the iodine atom probability distribution for
and the total Stokes shiftv corresponds to the sum overof the equilibrated ground- and excited-state solutes as well as the

the component contributiondy,. The analogous decomposition  nonequilibrium distribution at 5 ps after excitation. As can be

A?v for the I, solute was reported in Table 4 of ref 56. As seen from the figure, in all cases the distribution at 5 ps

noted earlier, our model chromophores are smaller than theresembles more strongly the ground- than the excited-state

probes used in solvation dynamics experiments, and the changelistribution. Greatest progress toward reaching the excited-state

in solute dipole magnitude resulting from tBg— S, transition equilibrium distribution is seen in the case vy = 7.5,

is about three 3 larger than that for C343, the commonly used consistent with the fact that the interfacial solvent mobility

experimental probe of aqueous solvation dynamics. Thus theincreases wittwo.

value of AV is about an order of magnitude higher. Figure 5 also shows that the solute is, on average, further
The data in Table 4 show that the totAW is weakly away from the interface in th& than in theS state. The

dependent omv but that the contributions from the three major equilibrium distribution for thes, state solute exhibits a single
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Figure 4. Decomposition of the nonequilibrium solvation response,
S(t), into responses from the components of the RM interigf) HNa"
counterions, and the headgroups, ¥r wy = 4. The results for the,|

solute are depicted in the top panel, and results TZ)’r ifl the bottom
panel.

I atom probability

D(A)

in Reverse Micelles Figure 5. The time evolution of the 9" solute location after

TABLE 4: Steady-State Stokes Shifts (in 16cm™2) for “ 13"

electronic excitation resulting in solute charge localization. Different

Wo Ao At Avz Ave Aol line styles depict the results for= 0 (equilibrium delocalized charge

2 2.25 2.66 —1.84 —0.08 2.99 distribution),t = 5 ps after excitation, and= « (equilibrium localized

4 2.62 0.59 —0.37 0.02 2.86 charge distribution). The results in the top, middle, and bottom panels
7.5 2.47 0.67 —0.21 —0.03 2.90 are, respectively, fonp = 2, 4, and 7.5.

peak located at abo® A from the headgroup positions. This  headgroup and theIsite and that accommodate the hydro-

peak overlaps the third diffuse peak in tBgdistribution and phobic P site.

corresponds to a radial location close to contact with the interior  Figures 5 and 6 indicate that the change in thg' 4olute

surface of the headgroups. Thus, in the excited state, the solutdocation upon electronic excitation is weakly dependentven

is no longer embedded in the interface but has moved to the Thus it is likely that it is the local viscosity of the solvent

border of the interfacial and core regions. through which the solute moves to reach its final location that
Unlike in the ground state, for which the two,™ solute determines the time scale of the slowly decaying portio&(®f

atoms carry equivalent GeEharges, the charge in the excited- for charge localization in this solute.

state solute is localized on one of the atoms. Thus, for the excited Figure 7 focuses on this solvation time scale by showing a

state, we do not expect the location of the two solute atoms to semilog plot ofSt) for 0 < t < 5 ps in all three RM sizes.

be equivalent. In Figure 5, we displayed the distribution that Also shown are fits of the longer-time¢ ¢ 0.4 ps) decay of

corresponds to the sum of the &nd P excited-state distribu- ~ S(t) to a sum of two exponentials

tions. In Figure 6, we show the individual solute atom

distributions in addition to their sum. St>04ps)=F(t)y=a,e "™ +a,e " (12)
There is a clear evolution in the and P distributions asvg

increases. In the smallest RM, they are well-separated, with theThe fitted parameters are reported in Table 5. The smaller of

sharper 1 distribution closer to the headgroup location. s the two timesr,, fits the shorter-time decay rate 8ft) only

increases, the distance between the two peaks diminishes. Thenoderately well. It decreases from about 0.8 to about 0.5 ps in

distributions also broaden, with the extent of broadening more going fromwg = 2 to 4, but then does not change significantly

dramatic for 1 than for P. The result is that in thevy = aswp increases further. The fit to eq 12 becomes excellent at

7.5 RM the peaks of the two distributions essentially coincide longer times, so it seems reasonable to place greater weight on

and the T distribution is broader than thé& dlistribution. This the significance of the parameters associated with this decay

trend is likely to be related to the fact that the surface area per process. Botla, andt, decrease with increasingy, but even

headgroup increases withy, allowing for a wider range of  for the largest RMr, exceeds the depicted time interval by a

solute locations that satisfy the Coulomb attraction between the factor of 2. Our studies of the water mobility near the RM



6738 J. Phys. Chem. B, Vol. 109, No. 14, 2005 Faeder and Ladanyi

1.0 m— 7777 1 LN L R LN N R PR L S N PR L P R L EL
z
c I
S
= 0.5 [
o L
=
8
<
— -
0.0 =
1.0 —
)
:'g PN SR TN TN NN TN TN TN T N TN N T TN NN T TN S SN [N Y TN N 1
e 05t 0 I 2 3 4 5
o
g fa"rpS
= Figure 7. Nonequilibrium solvation responses for th™Isolute in
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’ biexponential decay.
1.0 — . . .
I TABLE 5: Fit of Longer-Time Solvation Response for “I,”
2 to Biexponential Decay
E Wo a 71 (pS) a 72 (PS)
,8 2 0.153 0.826 0.343 20.2
2 05¢F 4 0.142 0.528 0.290 15.0
g‘ 7.5 0.146 0.560 0.146 10.9
)
= comparison for I in RMs with wo = 2 and 7.5. The results
— r for wo = 4, which are not displayed, are intermediate between
0.0 = these two.
We see that in this caséy(t) andS(t) agree reasonably well
D (A) on the inertial and librational time scalgs< 0.1 ps) but that

Figure 6. Solute site probability densities for the excited-stafg th af[ longer time<LCo(t) decays ConSI_derany faS’Fer thafy). Th_e
RMs of different size as functions &, the distance from the average d'sagree_ment between the nonlinear ar_1d “near_sowat"_)n re-
headgroup location. The top, middle, and bottom panels depict, SPONse is larger for the smaller RM. This result is consistent
respectively, the results foxy = 2, 4, and 7.5. Different line styles  with the fact that the change in the solute location relative to
correspond to the probabilitiy densities for, 19, and their sum. the interface plays an important role in the longer-time solvation
dynamics and that the contribution &ft) from nonaqueous
interface indicate that it is more strongly suppressed in smaller species is larger on this time scale for the solute in the smaller
reverse micelle8”7° Thus, we would expect that the solute RM. Cy(t), which samples fluctuations iNE at the initial solute
diffusing through this region would experience a more viscous location, is unable to capture the dynamics associated with the
solvent environment in smaller than in larger RMs. The RM excited-state solute location change.

size dependence of the timgis consistent with this expecta-
V. Summary and Conclusions

tion.
Given that the change in solute location is weakly dependent e have presented computer simulation results on solvation
onwp, we ascribe the decreaseanwith increasingwo mainly dynamics of anionic and cationic chromophores in model

to the decreasing relative importance of the contributions of anjonic-surfactant RMs designed to represent water/AOT/oil.
headgroups and counterions () in larger reverse micelles.  The RM water contenty, was varied from 2 to 7.5. As we had
This expectation, which is confirmed in part by thé results  shown earlier for this RM model, water mobility throughout
in Table 4, is based on the fact that the interfacial density of the droplet is affected by the presence of the interface in this
the surfactant headgroups and the*Nans diminishes with range OfWo. The m0b|||ty is Suppressed more Strong|y in the
increasingwo. 3257 vicinity of the interface due to interactions of water with the
D. Nonlinear Aspects of the Solvation Responsén bulk headgroups and Nacounterions. In all RM regions, the mobility
water, the solvation response associated with changes in theancreases with increasingy due in part to an accompanying
solute-solvent electrostatic interactions is often close to increase in the surface area per headgroup.
linear8-87 with St) resembling a solvation time correlation of We find dramatic differences in solvation dynamics results
OAE in the presence of either the groun@y(t)) or the excited for ionic chromophores that differ only in charge sign. The
(Cy(t))-state solute (eq 7). We found that for the charge negatively charged chromophore, modeled as a rigid |
localization in [ in AOT-like reverse micelles the approxi- exhibits weak dependence &ft) on RM size and a fast decay
mation S(t) = Cy(t) is quite good and that its accuracy was rate, similar to the time scale found in bulk water. It also exhibits
weakly correlated withwo.%8 In Figure 8, we carry out this  a negligible contribution from the surfactant headgroups. These
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o777 when the chromophore is restricted to the RM aqueous phase.
One can envisage even more extensive changes in location for
chromophores, initially in the nonpolar phase, moving to the
RM interior as their polarity increases on electronic excitation.
Given the possibility of such events, one needs to expand the
interpretation of §(t) from the measure of local solvent
reorganization to a measure of the change in the local solute
environment, which can occur through solute as well as solvent
motions.

Solvation response
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